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Skills

Generative AI: Multi-agent application development, synthetic data generation, model deployment(vLLM/Tensor-RT),
model fine-tuning (SFT, PPO, DPO, RLHF), long-context
Data Science: Big data pipeline (cleansing, wrangling, visualization, modeling, interpretation), statistics, optimization,
AutoML, time series, A/B testing, Scrum fundamentals

Programming Languages: Python (Pandas, scikit-learn, pytest, Tensorflow, PyTorch, SciPy, Gensim), SQL, C++, Java, R

Cloud Machine Learning: AWS (Bedrock, SageMaker, ECR, EMR, S3, RedShift), PySpark, DataBricks, Airflow

Professional Experience

Decathlon May 2021–Present
Applied AI Researcher Lille, France

• Semantic Search and Recommendation Systems: Pioneered the development of an advanced search engine for
Decathlon’s e-commerce platform, leveraging a sophisticated pipeline of multi-agent synthetic data generation and model
fine-tuning. My work involved intricate research into generative AI models, including prompt engineering and advanced
reinforcement learning techniques such as PPO, DPO, and RLHF. This innovation enabled a semantic search pipeline
that substantially improved query accuracy and relevance, elevating user experience with high-context, adaptive search
capabilities.

• Assortment Optimization and Revenue Generation: Engineered robust assortment optimization solutions that
generated an impressive 80 million euros in total sales, while simultaneously reducing stock costs for physical stores. This
involved a strategic application of AI to align inventory management with sales forecasts and market demand.

• Cross-Functional AI Support and Embedding: Provided critical support to over four AI teams by developing
semantically rich embeddings for product descriptions, visual data, and user behavior. Utilized advanced techniques
including BERT, deep learning architectures, and node2vec graph embeddings to enhance data representation and model
performance across various applications.

• Forecasting and Impact Analysis: Designed and implemented a comprehensive one-year forecasting model using
Amazon SageMaker DeepAR, accurately predicting turnover for individual stores and products. Additionally, applied
XGBoost regression to analyze and quantify the impact of Covid-19 on store performance forecasts, delivering actionable
insights for strategic planning.

• Leadership in AI Solution Development: Led a team in analyzing organizational needs, defining technological
stacks, and streamlining AI solutions using platforms such as SageMaker, DataBricks, and Airflow. My leadership
ensured the alignment of AI projects with business objectives, optimizing the deployment and integration of AI
technologies across the company.

University of Upper Alsace July 2020–April 2021
Research Scientists Mulhouse, France

• AutoML Pipeline for Scientific Article Linkage: Developed an automated machine learning (AutoML) pipeline
designed to identify and classify relationships between scientific articles. This involved leveraging natural language
processing (NLP) techniques and feature extraction methods to construct a robust classifier that achieved a 90%
accuracy rate. The pipeline’s success was highlighted in a publication in the IEEE WCCI 2020 proceedings, showcasing
its potential to enhance literature review processes and academic research methodologies.

• Neural Architecture Search and Deep Residual Networks for Time Series Data: Conducted an extensive
neural architecture search (NAS) to optimize deep residual networks for time series prediction tasks. This research
achieved state-of-the-art accuracy, surpassing the performance of the leading HIVE-COTE model. The experiments,
conducted on 85 diverse instances, demonstrated significant improvements in predictive capabilities and were published
in the IJCNN 2020 proceedings. This work contributed to the advancement of time series analysis by providing a more
efficient and accurate modeling approach.

• Network Interdiction Multi-Depot Vehicle Routing Model: Investigated a complex network interdiction problem
within the context of a multi-depot vehicle routing model. This research focused on optimizing the routing strategies in
the presence of network disruptions, utilizing advanced mathematical modeling and combinatorial optimization
techniques. The model provided insights into improving logistical efficiency and resilience, offering practical solutions for
real-world transportation and supply chain challenges.
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University of Upper Alsace May 2017–June 2020
PhD Research Assistant Mulhouse, France

• Optimization via Transfer and Ensemble Learning: Introduced a novel optimization framework leveraging transfer
and ensemble learning methodologies to significantly reduce computational overhead. This approach involved designing a
knowledge retention system that captured and re-applied insights gained from solving one optimization problem to
related, yet distinct problems. By integrating transfer learning with ensemble techniques, the framework effectively
minimized the computational resources required while maintaining high performance across diverse problem sets.

• AutoML for Crowd Movement Prediction: Applied metaheuristic optimization algorithms to enhance the
predictive accuracy of crowd movement dynamics using the Two-Stream Inflated 3D (I3D) architecture. The I3D model,
initially pre-trained on extensive datasets such as ImageNet and Kinetics, was fine-tuned to predict crowd behaviors
within the Crowd-11 dataset. This involved optimizing the model’s hyperparameters and refining its feature extraction
capabilities to improve real-time crowd analysis and forecasting.

• Multi-Objective Framework for ML Model Configuration: Developed a comprehensive multi-objective framework
designed to automate the configuration of machine learning models. This framework incorporated techniques from
multi-objective optimization to balance competing objectives such as accuracy, computational efficiency, and robustness.
By automating the configuration process, the framework facilitated the deployment of optimized models tailored to
specific application needs, streamlining the workflow and enhancing overall model performance.

Education

• PhD in Computer Science, University of Upper Alsace 2017–2020
• Master of Computer Science, University of Sistan and Baluchestan 2013–2016
• Bachelor of Computer Science, University of Sistan and Baluchestan 2009–2013

Honors and Awards

• 100% PhD scholarship for research and innovation 2017–2020
• Outstanding dissertation award, University of Strasbourg 2020
• First prize in CG:SHOP Optimization Challenged, Challenge, Oregon State 2020
• Outstanding master’s student award 2016

Langues

English: Fluent, French : Intermediate, Persian : Native
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